Upper mantle structure of the Cascades from full-wave ambient noise tomography: Evidence for 3D mantle upwelling in the back-arc
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Abstract

Melt generation and volcanism at subduction zones may result from several possible processes: hydration of the mantle wedge by fluid released from the slab, subduction-induced mantle upwelling beneath the back-arc, and heating of downgoing sediments/oceanic crust atop the slab. Each process predicts a distinctly different spatial pattern of melt generation and can thus be distinguished with high-resolution seismic imaging. Here we construct an upper mantle model of the Pacific Northwest using a full-wave ambient noise tomographic method. Normalized vertical components of continuous seismic records at station pairs are cross-correlated to extract empirical Green’s functions at periods of 7–200 s. We simulate wave propagation within the 3D Earth structure using a finite-difference method and calculate sensitivity kernels of Rayleigh waves to perturbations of $V_p$ and $V_s$ based on the Strain Green’s Tensor database. Phase delays are extracted by cross-correlating the observed and synthetic waveforms at multiple frequency bands.

Our tomographic result reveals three separate low shear-wave velocity anomalies along the back-arc in the upper mantle ~200 km east of the Cascade volcanic arc, with the central one being the largest in size and lowest in velocity. These back-arc low-velocity anomalies are spatially correlated with the three arc-volcano clusters. The geometry of the low-velocity volumes relative to the slab and arc is consistent with the pattern of subduction-induced decompressional melting in the back-arc. Their along-strike variation suggests that the large-scale plate-motion-induced flow in the back-arc mantle wedge is modulated by small-scale convection, resulting in a highly 3D process that defines the segmentation of volcanism along the Cascade arc.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

The mechanisms of melt generation in the upper mantle wedge (Fig. 1) have been the focus of numerous studies, as they are fundamental to our understanding of arc volcanism along subduction zones. In general, melt production is positively correlated to water content in arc basalt (Kelley et al., 2006), which supports flux melting by fluid released from the subducting slab (van Keken, 2003). Subduction-induced mantle upwelling and decompressional melting explains existence of nearly anhydrous lavas, as well as low seismic velocities and high attenuation at the back-arc spreading center (Conder et al., 2002; Wiens et al., 2008). Melting of the oceanic crust/sedimentary layer atop the slab also contributes significantly to the trace element signatures at arc volcanoes and the thermal structure of the mantle wedge (Conder, 2005). The melting processes and their relative importance at various subduction zones may depend on the slab age, sediment thickness, subduction rate, and other factors.

Melt generation also varies along strike. At the Honshu subduction zone, northeast Japan, body-wave tomography reveals strong spatial correlation between the along-strike segments of arc volcanoes and the low-velocity anomalies at the back-arc in the upper mantle (named as ‘hot fingers’ by Tamura et al., 2002). Numerical experiments with a low-viscosity mantle wedge, presumably due to water released from the slab by dehydration reaction, produce the finger-like small-scale convection (Honda and Yoshida, 2005). To our knowledge, the Honshu subduction zone is the only place where this distinctive hot-finger structure has been imaged and correlated with arc volcanism. Are the hot-finger structure and, by inference, small-scale mantle convection a general phenomenon at subduction zones or unique to those with a possibly hydrated mantle wedge in the back-arc produced by an old and cold slab subducting at a fast rate, such as the western Pacific plate?

With a relatively young and thin slab and presumably shallow dehydration (van Keken et al., 2011), the subduction of the Juan de Fuca plate beneath western North America represents
an end member in the subduction zone system. Along strike, the subducting slab, the overriding plate and seismicity show clearly segmented signatures (Tréhu et al., 1994; Brocher et al., 2003; Burdick et al., 2008). In particular, the Quaternary volcanoes are spatially clustered and different in the composition of primitive basalts (Fig. 2, Schmidt et al., 2008). The arc basalts show evidence for both flux and dry melting, with the maximum water content lower than those found at other arcs (Elkins Tanton et al., 2001; Ruscitto et al., 2010). Unlike the subduction zones with well-developed back-arc spreading centers (e.g., Wiens et al., 2008), the Cascades have only volumetrically minor and sparse Quaternary volcanic activities behind the arc (Till et al., 2013). So the extent and form of subduction-induced mantle flow and decompressional melting in the back-arc of the Cascades and those of similar continental subduction zones remain enigmatic.

A well-defined crust and upper mantle velocity model is needed to understand the melting processes and the causes of along-strike segmentation of volcanism in the Cascadia subduction zone. Although there have been many velocity models for the Cascades (Lee and Crosson, 1990; Symons and Crosson, 1997; Parsons et al., 1999; Zhao et al., 2001; Brocher et al., 2001; Calvert et al., 2001; Shapiro and Ritzwoller, 2002; Tréhu et al., 2002; van Wagener et al., 2002; Crosson et al., 2002; Grindoroge et al., 2003; Ramachandran et al., 2004; Burdick et al., 2008, 2010; Roth et al., 2008; Yang et al., 2008; Abers et al., 2009; Aude et al., 2009; Moschetti et al., 2010; Schmandt and Humphreys, 2010; Calkins et al., 2011; Gao et al., 2011; Delorey and Vidale, 2011; Porritt et al., 2011; Wagner et al., 2012; Shen et al., 2013), none of these models covers the entire subduction zone, has high enough resolution at the depth of melt generation, and is adequately accurate to explain the observed waveforms as illustrated by Gao and Shen (2012) with full-wave simulation. In addition, the magnitudes of velocity perturbations in the existing models resolved from body-wave tomography in the Pacific Northwest (Roth et al., 2008; Burdick et al., 2008, 2010; Obrebski et al., 2010, 2011; Schmandt and Humphreys, 2010, 2011; James et al., 2011; Sigloch, 2011) vary within a wide range (Becker, 2012). Furthermore, the resolution gap in the upper mantle between surface-wave tomography and body-wave tomography limits geodynamic interpretations at the depth of melt generation.

In this study, we invert for the upper mantle structure of the Pacific Northwest using an advanced full-wave tomographic method based on simulation of wave propagation within the 3D Earth structure (Zhang et al., 2012). Compared to previous studies, three factors significantly improve the model resolution: First, there has been a huge increase in broadband seismic data in the Pacific Northwest. We have processed ambient noise waveforms from ∼1000 stations (see station distribution in Fig. 2); Secondly, we have developed a new waveform normalization method (Shen et al., 2012) that improves the quality of surface waves extracted from ambient seismic noise and are able to obtain much more broadband and higher quality Rayleigh waves than in previous studies (Fig. 3); and thirdly, the full-wave tomographic method is based on wave propagation simulation in 3D models, a more accurate theory that relates seismic data to the Earth structure (Zhao et al., 2005; Chen et al., 2007; Shen and Zhang, 2010). Unlike previous studies of the Pacific Northwest, we calculate the sensitivities of Rayleigh waves to perturbations of both \( V_p \) and \( V_s \) and jointly invert for the velocity model. The velocity model is then improved by iteratively reducing the misfit between the observed and synthetic waveforms.

2. Data and methods

The procedure of the full-wave ambient noise tomography includes extraction of empirical Green’s functions (EGFs) from continuous ambient noise waveform, finite-difference wave propagation simulation in the 3D Earth structure, measurement of phase delays between observed and synthetic waveforms, calculation of sensitivity kernels and inversion for velocity perturbations. The first three steps are fully described by Gao and Shen (2012), so we only briefly summarize here.

2.1. Extraction of empirical Green’s functions

To retrieve Rayleigh-wave EGFs between station pairs, we process the vertical component of continuous seismic data recorded between 1995 and 2012 by about 1000 stations in an area extending from northern California to Vancouver Island, Canada (Fig. 2). We include seismic stations from the EarthScope USArray Transportable Array (TA), the Canadian National Seismograph Network (CN), the Plate Boundary Observatory borehole seismic network (PB), the Portable Observatories for Lithospheric Analysis and Research Investigating Seismicity (PO), the University of Oregon regional network (UO), the Pacific Northwest regional seismic
Fig. 3. Example of empirical Green's functions. (a) The lines connect the receivers (blue triangles) to the “virtual source” (red dot). (b–c) EGFs from the “source” to all the other stations derived from ambient noise cross-correlation of vertical-to-vertical components are plotted by the inter-station distance, filtered at 100–200 s and 10–25 s, respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Prior to cross-correlating the vertical-component waveforms from station pairs, we remove instrument response, normalize ambient noise data with a frequency-time-normalization method (Shen et al., 2012), and eliminate time segments of large ($M > 5.5$) earthquakes. To increase the signal-to-noise ratio, we stack daily cross-correlations for each station pair, producing high-quality Rayleigh waves at periods of 7–200 s (Fig. 3). As this study focuses on structures from the mid-crust to upper mantle, for computational reasons we only use 15–200 s periods in the analysis described here. The EGFs are then recovered as the time derivative of the stacked cross-correlations (e.g., Sabra et al., 2005; Snieder, 2004). In addition, we obtain monthly stacks of cross-correlations, whose variations provide estimates of the uncertainties of EGFs and their travel times.

The conditions to equate EGFs with Green’s functions of the Earth include a uniform distribution of noise sources around the seismic stations and zero attenuation (e.g., Wapenaar, 2004; Wapenaar and Fokkema, 2006). These conditions are usually not strictly satisfied in ambient noise seismic tomography (e.g., Yang and Ritzwoller, 2008) and the Pacific Northwest is no exception as most of the ambient noise comes from the Pacific Ocean. Following helioseismological practices in dealing with similar issues, Tromp et al. (2010) suggested construction of ensemble-averaged cross-correlation and corresponding ensemble-averaged sensitivity kernels. This method requires the power spectral distribution of the ambient noise sources, which is highly variable spatially and temporally (e.g., Uchiyama and McWilliams, 2008; Bromirski and Gerstoft, 2009). To construct ensemble cross-correlations, we must know the global power spectral distribution of ambient noise sources for the various overlapping recording periods of station pairs. This detailed knowledge of the global power spectral distribution of ambient noise sources is currently unavailable and requires substantial work that is beyond the scope of this study. On the other hand, it has been suggested that the non-uniformity of noise sources would significantly affect the surface-wave amplitude (Tsai and Moschetti, 2010) but not the velocity (Snieder, 2004). Numerical experiments show that the non-uniform distribution of noise sources leads to less than 0.5% error in travel times and phase velocity (Yang and Ritzwoller, 2008). This level of error is much less than the lateral velocity variations in the Cascades.
(e.g., Porritt et al., 2011; Gao et al., 2011). Furthermore, for the study area with an average travel time of ~150 s, a 0.5% error is equivalent to a ~0.75-s error in travel time, less than measurement errors and the RMS data misfit. In the following, we consider the effects of non-uniform noise source distribution on travel times secondary to those of the Earth structure, and EGF a close approximation to the Green’s function of the Earth for velocity inversion.

2.2. Finite-difference wave simulation

We implement a nonstaggered-grid, finite-difference method to simulate wave propagation in the 3D spherical Earth structure (Zhang et al., 2012). Each seismic station is considered as a virtual source and all others as receivers. The regional 3D shear-wave velocity model by Gao et al. (2011) is chosen as the initial reference model, merged with CUB (Shapiro and Ritzwoller, 2002) at locations beyond the coverage of the original model. Deeper than 400 km, we use the AK135 model (Kennett et al., 1995). P-wave velocity is converted from shear-wave velocity with a Vp/Vs ratio of 1.74 in the crust (Brocher, 2005) and the depth-dependent relationship of Vp and Vs of AK135 in the mantle (Kennett et al., 1995). Density is calculated as a function of Vp (Christensen and Mooney, 1995). Constraints on the Moho depth (Lowry and Pérez-Gussinyé, 2011) are added to the initial reference model. No anisotropy and attenuation are included in the simulation, though the effect of attenuation is considered in the interpretation of the tomographic results.

For computational reasons, we carry out two levels of finite-difference wave simulation, starting from a coarser grid for longer-period waves. The horizontal grid spacing is 10 km and 5 km for level 1 and level 2, respectively, along the geographic longitude and latitude. The vertical grid spacing is about one-third of the horizontal spacing near the surface and increases with depth to approximately the same as the horizontal spacing at ~100 km depth. Such grid sizes are sufficient to accurately simulate waves at periods greater than 40 s and 21 s for level 1 and level 2, respectively (Zhang et al., 2012). The total wave propagation time is 1000 s as the longest inter-station distance is ~3000 km. To maintain numerical stability, we use a time step of 0.5 s for level 1 and 0.25 s for level 2. To calculate Green’s functions, we use a Gaussian pulse with a half width of 7.5 s and 4 s, respectively, as the source-time function of the vertical force applied at the virtual station. The wave simulations are executed on a Linux cluster with 17 nodes (each with 24 cpu-cores). It takes about 0.3 and 1 hour per simulation with two nodes for level 1 and level 2, respectively.

2.3. Cross-correlation of EGFs and synthetics

The phase delay times between the EGFs and synthetics are measured by cross-correlation at multiple overlapping period bands, with the central periods of 55 s, 75 s, 112.5 s, 150 s, and 200 s for level 1 and 22.5 s, 37.5 s, 56 s, 75 s, and 112.5 s for level 2. The corresponding Rayleigh waves have peak sensitivities to structures from the mid-crust to 250 km depth. In this paper, we focus our interpretations on the mantle structure (50–140 km). Before the delay measurement, the EGFs are convolved with the source-time function used in the calculation of Green’s functions to account for the finite-frequency nature and initial time shift of the simulated Green’s functions. To ensure high-quality signals, the signal-to-noise ratio of EGFs is required to be at least eight, the inter-station distance at least 1.5-wavelength, and the cross-correlation coefficient between the EGFs and synthetics greater than 0.90. The number of measured phase delays varies from ~3000 to 20,000 within different frequency bands.

2.4. Sensitivity kernels and inversion method

In previous surface-wave tomographic studies (e.g., Yang et al., 2008; Gao et al., 2011; Porritt et al., 2011; Wagner et al., 2012), the inversion of phase velocity to shear-wave velocity is carried out under the assumption that Rayleigh waves are not affected by P-wave speed. This is not accurate, especially at shallow depths (Fig. S1). We represent the Rayleigh wave phase delay time δt as a joint Vp and Vs inverse problem,

$$\delta t = \int \left[ K_\alpha (m_0, x) \Delta m_\alpha + K_\beta (m_0, x) \Delta m_\beta \right] dV$$

where m0, Δmα, and Δmβ are the 3D reference model, Vp and Vs perturbations, and Kp and Ks the Rayleigh-wave sensitivity kernels to Vp and Vs, respectively. The integration is for the 3D volume of the model. Although the velocity structure in the shallow crust is not well constrained in this study due to the intermediate-to-long-period data used, the inclusion of Vp in inversion provides additional degrees of freedom that minimize the extent to which Vp anomalies in the shallow crust are mapped into the deep crust and upper mantle. The effect of density is not explicitly expressed in the equation, but density is recalculated based on Vp (Christensen and Mooney, 1995) after each iterative model update. The sensitivity kernels are calculated with the strain-Green-tensor-based, scattering-integral method (Zhao et al., 2005; Chen et al., 2007; Zhang et al., 2007). The inverse problem is solved with damping and smoothness constraints. The best-fit damping and smoothing parameters, which are gradually reduced with iterative inversions, are chosen from the tradeoff of the normalized chi-squared value and the model variance (Gao and Shen, 2012).

We start wave propagation simulation from level 1 to construct a large-scale framework, which provides the reference model for level 2. The model is then iteratively updated by alternating the two-level full-wave tomographic imaging. The solution does not change significantly after 3–4 iterations. In total, we run five iterations for each level. Compared to the initial reference model, the updated model yields synthetic waveforms that match the observed EGFs much better (Fig. 4), with the standard deviation of phase delays decreasing from 2.5 s to 0.7 s. The phase delays of the updated model as a function of inter-station distance are less scattered and centered around zero (Fig. 5). We observe that, on average, our model has much stronger velocity perturbations compared to previous models (Shapiro and Ritzwoller, 2002; Yang et al., 2008; Gao et al., 2011). It appears that more data and/or a more accurate methodology result in a stronger contrast of the velocity anomalies. This has also been observed in the western U.S. among various body-wave tomographic studies (as compared by Becker, 2012), Iceland (Hung et al., 2004), and the Lau Basin (Wiens et al., 2006, 2012).

3. Seismic results and discussion

We focus our discussion on the mantle structure, in the depth range that is best constrained by the ambient noise data and most relevant to melt generation (40–140 km). Because the Rayleigh-wave sensitivity to Vp concentrates primarily in the shallow depth (Fig. S1), Vp in the mantle is not well constrained and thus not interpreted. Our shear-wave velocity model, as shown in Fig. 6, has features that are similar to those in the previous tomographic models. For example, we image the low-velocity Yelowstone hotspot at all the depths (e.g., Moschetti et al., 2010; Gao et al., 2011; Pérez-Gussinyé, 2011), Iceland (Hung et al., 2004), and the Lau Basin (Verschuren et al., 2012), and the Lau Basin (Wiens et al., 2006, 2012).
Fig. 4. Observed EGFs vs. synthetics, filtered at periods of 10–25 s. (a) The lines connect the “source” (red triangle) to the receivers (blue triangles). (b–c) Comparison of observed waveforms (black lines) and synthetics (red lines), sorted by the distance between the “source” and each receiver. Synthetic waveforms are generated from the initial reference model (b) and our full-wave tomographic model (c), respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 5. Comparison of phase delay time between observed and synthetic waveforms from the initial reference model (black) and our full-wave ambient noise tomography (red). (a–b) The phase delay time versus inter-station distance at periods of 50–100 s and 25–50 s, respectively. (c–d) The histogram of phase delay time at corresponding period ranges. It shows that the improvement in fitting the data with our updated model. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 6. Shear-wave velocity structure (in km/s) at multiple depths. All the panels share the same velocity scale, as denoted by the color bar. Other symbols are the same as in Fig. 2.

than in previous surface-wave studies (e.g., Yang et al., 2008; Gao et al., 2011; Porritt et al., 2011; Wagner et al., 2012). The seismic velocity of the subducting slab is heterogeneous along strike. At depth of ~110 km, we image a slab hole (or weak slab) in northern Oregon, which spatially correlates with a similar gap or weak slab in the body-wave tomographic models at depths greater than 160 km (Roth et al., 2008; Burdick et al., 2008; Schmandt and Humphreys, 2010).

The most striking features of our Cascade model are three low shear-wave velocity volumes, with velocities as low as ~3.6 km/s, in the upper mantle along the back-arc (Figs. 6 and 7). The back-arc low-velocity anomalies are about 200 km away from the arc, segmented along strike and correlate spatially with the three volcano clusters along the Cascades (Fig. 2). The inter-spacing of these anomalies (center to center) is ~300 km. Large-scale, separate low-velocity anomalies have also been imaged in the upper mantle wedge along the Izu–Bonin–Mariana arc (where the spacing of the anomalies is ~500 km), and are interpreted as heterogeneous along-strike mantle flow (Isse et al., 2009). Among the three anomalies, the central one at the Oregon back-arc is the largest in size and lowest in velocity and corresponds to the arc segment with the largest Quaternary eruption volume (Sherrod and Smith, 1990). Analysis of model resolution in full-wave inversion is complicated by several factors, including the non-linear relationship between the data and model and the multiple model iterations carried out to reach the final model. The prohibitive cost of forward wave propagation simulation makes the probabilistic approaches commonly used to deal with nonlinear inverse problems impractical. Fichtner and Trampert (2011) proposed a method based on the Fréchet derivatives of the misfit function. Their method, however, depends on the condition that the model is in the vicinity of an optimal Earth model and the global minimum of the misfit function has been found, an assumption that is difficult to verify in large-scale, nonlinear full-wave inversion.

Synthetic inversion of various input models is a common practice in tomographic resolution analysis. This approach has limitations and can be misleading in the sense that synthetic inversion
Fig. 7. Segmented low-velocity anomalies along the Cascade back-arc. (a) Horizontal slice at depth of 94 km ($V_s$ in km/s). The black dashed lines outline the amplitude of largest negative S phase from receiver functions in the back-arc (Hopper et al., in press). The magenta lines mark the profile locations in (b), (c), (d), and (e), respectively. The three white dots mark the point locations in Fig. 8. All the panels share the same color bar. (b–d) W–E profiles across the back-arc anomalies. The y-axis has the approximate same length scale as the x-axis. The triangles mark the volcano centers. The Juan de Fuca plate interface at depths of 20–100 km from the model of McCrory et al. (2004) is projected. At greater depth, the plate interface is poorly defined. (e) S–N profile along the back-arc low-velocity anomalies, which spatially correlate with the three volcano clusters as in Fig. 1. The length scale of y-axis is exaggerated two times of the x-axis.

explores only a limited model subspace (Lévêque et al., 1993). Nevertheless, it is useful if the limitations are understood and interpretations are restricted to the model subspaces explored. With this caveat in mind, we run multiple resolution tests. We first use our preferred model as the input (Fig. 6). The synthetic phase delay times are calculated with the sensitivity kernels (Eq. (1)). The uncertainties of individual observed phase measurements are estimated from the variations of monthly-stacked EGFs and added to the synthetic phase delays. The velocity perturbations of the input model are well reconstructed in inversion at the depth of our interest (Figs. 9 and 10). We then run the 3D checkerboard resolution tests with a maximum of ±10% velocity perturbations for both $V_p$ and $V_s$ (Figs. S2–S4). The velocity variation within each checkerboard cell is a cosine function. The dimensions of the checkerboard cells vary from 100–200 km along the geographic longitude and latitude, and from 90–150 km vertically. For the small checkerboard, although the pattern of the velocity perturbation can be fairly well reconstructed, the magnitude is underestimated. For the larger checkerboards, both the pattern and smooth variation of the magnitude can be well recovered. The sizes of our observed back-arc low-velocity volumes are comparable to the largest checkerboard. In the above tests, the recovered structures are obtained in a single model iteration. A fully non-linear inversion with multiple iterations, as for the observed data in this study, will further minimize the residual, resulting in a sharper reconstruction of the model. The results in Figs. 9 and 10 can thus be considered conservative. Taken together, Figs. 9 and 10 and the checkerboard tests indicate that an Earth model with a structure that resembles the inferred back-arc low-velocity anomalies is well resolved.

The three distinct, segmented low-velocity volumes along the Cascade back-arc in the upper mantle are resolved for the first time. We attribute the resolution to the dense data coverage, an EGF dataset with a broad frequency band well suited for imaging the crust and upper 200 km mantle, and an advanced full-wave tomographic method. This allows us to gain new insight into the dynamic processes of the Cascadia mantle wedge.

3.1. What controls the reduction of shear-wave velocity?

The seismic velocity can be affected by a few factors, including temperature, water content and presence of partial melt. As shown in Fig. 8, the shear-wave velocity of the back-arc anomalies is 3.6–4.0 km/s within the depths of 80–120 km, which are deeper and lower compared to where melting is inferred for the 0–4 Ma Pacific mantle (Nishimura and Forsyth, 1989), the Lau back-arc basin (Wiens et al., 2006, 2008), and the Izu–Bonin–Mariana arc (Isse et al., 2009). This strongly suggests presence of
melt beneath the Cascade back-arc, although temperature, water content, and grain size can also contribute to the reduction of seismic velocity. The young, subducting Juan de Fuca plate leads to shallow dehydration and less subduction-related water input into the back-arc mantle wedge to affect seismic velocities. This inference is supported by the observation that the primitive basalts erupted on the back-arc side of the Cascades are nominally dry (Ruscitto et al., 2010). The back-arc lithosphere inferred from our model is relatively thin (Fig. 7), consistent with the receiver function images of the lithosphere–asthenosphere boundary (Kumar et al., 2012; Hopper et al., in press) and the high surface heat flow (Blackwell et al., 1990; Ingebritsen and Mariner, 2010). However, mantle temperature alone cannot explain the observed back-arc low-velocity anomalies. Using the method of Jackson and Faul (2010) for the geothermal profiles estimated from the Cascade heat flow (based on Currie et al., 2004, Fig. 8(c)), we find that the predicted shear-wave velocities are all much higher than the observed (Fig. 8(b)). The lowest velocity calculated with the geotherms is $\sim 4.2$ km/s within the depth range of 80–110 km, which is more than 0.4 km/s higher than the observed velocities beneath the
back-arc low-velocity anomalies (blue lines in Fig. 8(b)). Correction for attenuation ignored in forward wave simulation assuming a low Q value of 50 (Dalton et al., 2008) reduces the velocity mismatch by ~0.1 km/s to 0.3 km/s. The additional velocity reduction needed to match the observed is indicative of the presence of partial melt, which can drastically reduce shear-wave velocities. The electromagnetic study in the region (Egbert, 2012) also supports the possible presence of melt in the back-arc.

Using S-to-P converted phases (Sp), Hopper et al. (in press) map the lithosphere–asthenosphere boundary (LAB) beneath the Pacific Northwest. The depth of their LAB is consistent with the base of the imaged high-velocity mantle lid of the upper plate (Fig. 7), including the deepening of the LAB from the back-arc in south and central Oregon to the back-arc of Washington, where the latest magmatism occurred more than 15 Ma ago. Hopper et al. (in press) attribute the consistent Sp observed beneath the Cascades back-arc to the negative LAB velocity gradient created by a layer of partial melt ponding beneath a solidus-defined boundary. Interestingly, strong Sp phases – in other words a large and/or sharp negative velocity gradient at the LAB – are clustered in three areas in the back-arc that roughly overlap with the three low-velocity volumes (Fig. 7). A simple explanation of the spatial overlap between the strong Sp phase and low-velocity volumes is that the low-velocity volumes represent the regions of partial melt production. Melts migrate up to collect at the base of the lithosphere, causing a relatively large and/or sharp negative velocity gradient to generate the strong Sp phase.

### 3.2. What processes contribute to the pattern of the back-arc anomalies?

The geometry and magnitude of the velocity anomalies in the mantle wedge and their spatial correlation with the arc volcanoes provide constraints on the mechanism of melt generation at the Cascades. Compositionally buoyant small-scale diapirs (Fig. 1) triggered by fluid released at the slab arise from the top of the slab with a more or less vertical geometry beneath the arc (Hasenclever et al., 2011). These clearly do not match the observed back-arc low-velocity volumes. Nevertheless, we cannot exclude the possibilities of melting related to small-scale diapirs (Hall and Kincaid, 2001) because of the difficulties in tomographically imaging such small-scale features. Beneath the Oregon Cascade arc, where a hydrated uppermost mantle wedge has been suggested previously (Bostock et al., 2002), the low-velocity zone atop and approximately parallel to the slab extending from depth of ~100 km upward to ~60 km near the Cascade arc (Fig. 7(c)) is consistent with flux melting (Wiens et al., 2008; Zhao et al., 1997). Note that the plate interface terminates at depth of 100 km and is poorly defined at greater depths (McCrory et al., 2004, 2012). The lack of such a low-velocity zone along the entire arc (Fig. 7(b), (c) and (d)), however, indicates a variable strength of flux melting along the arc.

The pattern of the back-arc low-velocity anomalies (Fig. 7(b), (c) and (d)) is most consistent with subduction-induced mantle upwelling and decompressional melting (Fig. 1). The asthenospheric flow from beneath the old and thick North America continental lithosphere towards the mantle wedge must undergo decompression. The fact that the lowest velocities are at 80–110 km depth suggests that melting may involve damp (50–200 p.p.m. H₂O) peridotite and/or carbonated peridotite (Dasgupta et al., 2013). Bifurcation of the Yellowstone plume driven by subduction-induced mantle flow (Kincad et al., 2013) may contribute to an excess mantle temperature and the stronger anomaly beneath the Oregon back-arc, though bifurcation of the plume cannot explain all three back-arc low-velocity volumes. We suggest that the decompressional melts in the back-arc are not only responsible for the volcanism in the back-arc (Till et al., 2013) but also a likely source of the low-water-content magmas at the arc (Elkins Tanton et al., 2001; Ruscitto et al., 2010) ~200 km away. Melts may migrate upslope along a dipping decomacpaction channel near the base of the lithosphere (Sparks and Parmentier, 1991), though the exact mechanism of melt migration remains unclear.

Extension of the northern Basin and Range may contribute to the velocity reduction in the southern Cascades (Ingebritsen and Mariner, 2010; Wang et al., 2002). However, this mechanism cannot explain the back-arc low-velocity anomalies to the north. Furthermore, the Basin and Range goes beyond the study area, while the southern low-velocity anomaly extends only to near the southern end of the slab (Fig. 2). The spatial mismatch between the western Cascade back-arc and Range reflect primarily the subduction processes.
Laboratory experiments with slab rollback and small back-arc extension that mimic the Cascadia subduction zone indicate that upwelling above the slab in the mantle wedge is influenced by the large-scale plate motion (Druken et al., 2011). The laboratory experiments show the strongest upwelling in the center of the slab, which matches the largest low-velocity anomaly in our seismic imaging. However, the magnitude of upwelling varies gradually along strike from the center to the edge in the laboratory experiments, different from the segmented pattern of our observed low-velocity anomalies. Thus, besides the plate-motion-controlled processes other mechanisms must also be at work in Cascadia. One likely mechanism is small-scale convection due to buoyancy associated with melting, differences in the temperature of the upwelling mantle, negative buoyancy from the cooling of the lithosphere above, and pre-existing lithospheric structure. Between the central and northern low-velocity volumes, the SKS-splitting anisotropy pattern is complex and deviates from the plate motion direction (Yuan and Romanowicz, 2010), possibly the consequence of the disturbance of lattice-preferred orientation by small-scale convection in the mantle wedge (Morishige and Honda, 2011).

The tight spatial correlation between the low-velocity volumes in the Cascade back-arc and the volcano clusters is similar to the hot-finger structure at the Honshu subduction zone (Tamura et al., 2002), which may be a consequence of small-scale convection within a low-velocity wedge in the Japan back-arc (Honda and Yoshida, 2005). However, there is a notable difference between the Cascade back-arc anomalies and the hot-finger structure beneath Honshu: The spacing of the volcano clusters and the finger-like feature in Honshu is 50–100 km, much smaller than at the Cascades. Numerical simulations show that the formation and dimension of small-scale convection depend on the slab age, subducting rate and water flux into the mantle released from the slab, which affects mantle viscosity (Honda and Yoshida, 2005). Furthermore, long-wavelength rolls dominate in the early development of small-scale convection and/or for cases with a small subduction speed, while short-wavelength rolls take over in late stages and/or for cases with a large subduction speed (Honda, 2011). Compared to Honshu, the Cascadia subduction zone is younger (subduction started about 48 Ma versus over 130 Ma) and has a lower subduction speed (3.5 cm/yr versus 9 cm/yr). Thus, the link between the wavelength of small-scale 3D convection and clustering of arc volcanoes at different subduction zones may reflect the different subduction histories and the relatively dry or wet nature of the mantle wedge.

4. Conclusions

A new upper mantle shear-wave velocity model in the Pacific Northwest has been constructed in this study using an advanced full-wave ambient noise tomographic method. We have imaged three segmented low-velocity (~3.6–4.0 km/s) volumes along the Cascade back-arc within the depth range of 80–115 km, which provides new insights into the melting processes at the Cascadia subduction zone. Such low-velocity anomalies require presence of partial melt within a hot upper mantle wedge. The correlation of the three back-arc low-velocity anomalies in the mantle wedge with the volcanic arc and the subducting slab is consistent with the pattern predicted by subduction-induced decompressional melting. Furthermore, the along-strike variation suggests existence of small-scale convection with a scale of ~300 km. Whether and how the melts generated within the back-arc low-velocity volumes supply the low-water-content magmas at the arc (Elkins Tanton et al., 2001; Ruscitto et al., 2010) remain unknown.

Whether small-scale mantle convection and 3D decompressional melting are ubiquitous in the back-arc of subduction zones requires further understanding of the connections between large-scale plate-driven processes and small-scale convection. Although our shear-wave velocity model provides important constraints on the melting processes in Cascadia, several other lines of work should be carried to further constrain the complex 3D processes at the subduction zone. Our interpretation of the existence of back-arc decompressional melting is based mainly on the shear-wave velocity model. Poisson’s ratio is in fact more sensitive to melt and fluid than Vp and Vs. Attenuation also reflects temperature, water content, and grain size. Therefore, a Vp/Vs model and attenuation structure (e.g., Lawrence and Prieto, 2011) will help distinguish the contributions of melt, fluid, temperature and chemical composition, and understand the melting generation processes (e.g., Wiens et al., 2008).
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